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a b s t r a c t 

COVID-19 declared as a global pandemic by WHO, has emerged as the most aggressive disease, impacting 

more than 90% countries of the world. The virus started from a single human being in China, is now 

increasing globally at a rate of 3% to 5% daily and has become a never ending process. Some studies 

even predict that the virus will stay with us forever. India being the second most populous country of 

the world, is also not saved, and the virus is spreading as a community level transmitter. Therefore, 

it become really important to analyse the possible impact of COVID-19 in India and forecast how it will 

behave in the days to come. In present work, prediction models based on genetic programming (GP) have 

been developed for confirmed cases (CC) and death cases (DC) across three most affected states namely 

Maharashtra, Gujarat and Delhi as well as whole India. The proposed prediction models are presented 

using explicit formula, and impotence of prediction variables are studied. Here, statistical parameters and 

metrics have been used for evaluated and validate the evolved models. From the results, it has been 

found that the proposed GEP-based models use simple linkage functions and are highly reliable for time 

series prediction of COVID-19 cases in India. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-

) or coronavirus disease 2019 (COVID-19) is a global pandemic

utbreak, the world is facing today. The virus, which migrated

rom Bats to human, originating from Wuhan, the capital of Hubei

rovince of China, has influenced more than 180 countries of the

orld. The first patient was reported on 8 December 2019, in

uhan by the Chinese administration [1] . A month later, the first

eath from the virus was reported on 9 January 2020. On the same

ay, world health organization (WHO) declared that a novel coron-

virus diseases has been identified and is expanding multi-laterally

veryday [2] . The virus which started from China, migrated to the

hird world and first case in Thailand was reported on 13 Jan-

ary 2020 [3] . The Chinese authorities tried to contain the virus

y imposing certain strict actions including airport closures, high-

ay closures, railway interruptions, public gathering suspension,

alting public transport, closure of shops, mass activities and any

ther activity which accounts for social gatherings were brought

o an immediate halt. All of these measures where employed to
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inimize the effect of community level transmission of the dis-

ase [4] . The Chinese authorities took over the control of the situ-

tion and collected data from 2018 International Air Transport As-

ociation (IATA) to identify and check the infectious disease vul-

erability indexes (IDVIs) in new countries where the virus might

ave transmitted outside China [5] . It should be noted that IDVI

as a range of [0, 1], higher the value of IDVI, lower is the risk

f disease transmission and vulnerability. The vrius affected more

han 85,0 0 0 Chinese population and the initial destinations af-

ected were Hong Kong, Bangkok, Tokyo and Taipei, all having an

DVI above 0.65 [6] . 

Though numerous effort s have been brought into place, but still

he virus was not controlled and by 19 January 2020, numerous

ases across the world were reported [3] . WHO declared the dis-

ase as an emergency situation for the whole world on 31 Jan-

ary 2020 and by 11 March 2020, it was declared as a new threat-

ning global pandemic [4] . As of 12 May 2020, almost 4,006,257

ave been reported across the globe with a total death count (DC)

f 278,892 amounting for a daily increase of 26% and 28% in-

rease in confirmed cases (CC) to deaths per day [6] . The worst

ffected country being USA, the second most affected country is

ussian Federation, followed by United Kingdom, Spain, Italy, Ger-

any, France and Turkey. The virus which started from China, has

https://doi.org/10.1016/j.chaos.2020.109945
http://www.ScienceDirect.com
http://www.elsevier.com/locate/chaos
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chaos.2020.109945&domain=pdf
mailto:r.03dec@gmail.com
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engulfed almost every country of the world, with the most affected

region being the European continent [7] . Average estimates have

also been drawn to calibrate and design COVID-19 transmission

models, before further investigation and pandemic control mea-

sures can be implemented [8] . It can also be noted that the virus

started from a single individual but it migrated to cluster level and

in present situation, is enormously increases as a community level

transmission system [11] . 

India the second most populous country of the world with

1.3 billions people to serve, having an average household income

ranked at 112th out of 164 countries by the world bank and with

a 150th rank in global health care by world economic forum. This

critical condition was under the scanner of the whole world, when

the COVID-19 pandemic first set foot on Indian soil [9] . The first

case was reported on 30 January 2020 and it was expected that

India will not be able to survive the heat and due to lack of

essential services, life of millions of people will be at stake. Its

more than three months since the first case and the total num-

ber of confirmed cases have reached a level of 70756 as of 12th

May 2020. With a recovery rate of 31.7%, a total of 22455 peo-

ple have been recovered and discharged whereas 2293 people suf-

fered from death [10] . If we compare the same figures with the

third world, USA has a total number of confirmed cases amount-

ing to 1,271,645 with an increase rate of 25,0 0 0 persons per day

and a death count of 76,916 in the same period. Spain with a total

of 224,390 confirmed cases versus 26,621 deaths, Russian Federa-

tion having 221,344 confirmed cases versus 2009 death cases and

a daily increase of more than 10,0 0 0 cases. United Kingdom stands

at fourth place with 219,187 confirmed cases versus 33,854 deaths,

and China where the pandemic began is amounts for 84,450 con-

firmed cases versus a death count of 4643 people [6] . The major

reason for such little affect of COVID-19 on India, is due to the

timely response from the respective central and state governments.

Since the first day of the outbreak in India, the Indian govt.

has been scanning each and every person coming to the country

from China and people who had any Chinese travel history in the

past few days. The first nation wide lockdown for 21 days was an-

nounced by the government on 23 March 2020 and was further ex-

tended by another 21 days till 3 May 2020, which has been further

extended till 17 May 2020 (can be extended to 30 May 2020). Im-

portant measures included timely response to provide health care

facilities, contact tracing, extensive testing, community mobiliza-

tion and others have helped to contain virus and keep a low mor-

tality rate. Different states have already recovered from various ad-

versaries and that have helped them to keep a check on the new

situation. Odisha, Kerela and Tamil Nadu has a long history of nat-

ural disasters and precautionary measures have already been taken

by the government. Maharashtra on a whole uses drones to moni-

tor social distancing and lockdown. A cluster containment strategy

has also been employed to diagnose and contain the virus. This has

been done by surveying, detecting and contact tracing of about 3

km of area where more than three patients are diagnosed [9] . 

The potential effect of COVID-19 have prompted various stud-

ies on the characteristics of the coronavirus and a large number of

studies are under processing to estimate the possible devastation

by the virus and to derive a vaccine for its cure. It has also been

found that the virus has an adverse effect on elderly people as well

as for people who are suffering from some kind of infectious dis-

eases such a heart attacks, respiratory diseases, and others, and it

a big concern for the authorities to keep a check on the virus so

that minimum harm can be done [12] . Various studies have been

conducted by researchers across the world to estimate the possible

impact of coronavirus. The major studies include stochastic simu-

lations [13] , Weibull distribution model [14] , exponential growth

model [16] , lognormal distribution [15] and others [17] . The stud-

ies were able to predict an average incubation period of 5.1 days
nd a total of 14 days quarantine necessary for analysing the virus

ithin a person [13] . But none of these studies could estimate the

xact reproduction rate and hence not much has been done to pre-

ict how the virus will effect in the coming weeks or so. Also, all

f the studies have been done on China and not much work has

een done with respect to the Indian sub-continent. 

In present work, a new genetic programming based model (GP)

18] for times series prediction of the COVID-19 scenarios in India

as been proposed to estimate the possible spread of the virus.

he dataset for evaluation is taken from [19] . GP is an enhanced

ersion of genetic algorithm (GA) [20] , in which new solutions are

enerated as computer based programs rather than simple binary

trings [21] . GP ore more precisely gene expression programming

GEP), is the most recent version of GP and has been analysed by

arious researchers to make prediction models, linear regression

odels and others [22–24] . The GEP model has been used to pre-

ict the total number of cases in India based on two major param-

ters, these include confirmed cases (CC), and death count (DC).

ote that these time series have been developed from the date af-

er first lockdown that is from 24 March 2020. Apart from that,

he combined data set used in present work is available at. A ma-

or reason for using GEP modeling is that this approach is more

fficient as compared to classical techniques and are more stable

n comparison to artificial neural networks. Also, GEP based mod-

ls generate simple prediction equations which can be optimized

s per the end user requirements. Another reason for using GEP,

s that these models do not need any prior information to develop

rediction equations. Overall, it can be said that prediction models

roposed by GEP based modeling have better calibration and can

nalyse the results in a much effective way [25,26] . Thus in present

ork, GEP models are proposed based on the raw data taken from

uthentic sources since 24 March 2020. 

The paper is organized into 4 sections, first section include the

ntroduction as discussed above. In section 2 , technical preliminar-

es and model analysis is presented, providing details on the ba-

ics of GEP and proposed GEP model. Section 3 , provides the vari-

us results and discussion related to different scenarios of COVID-

9. Here it should be noted that three most affected states of In-

ia have been taken under consideration and GEP models for all

he states have been proposed. These states include Maharashtra,

ujarat and Delhi. This section further includes the model valida-

ion, comparative study and variable importance of all the compo-

ent, for all the states, which are required for the accurate perfor-

ance of the proposed GEP model. Apart from that, analysis with

espect to percentage humidity, effect of temperature and variables

n COVID-19 has also been discussed. Finally insightful conclusions

nd future recommendations are drawn in the final section. 

. Technical Preliminaries and Model Calibration 

GEP is a highly effective evolutionary algorithm and has proved

ts worth in comparison to GA. The algorithm produces new equa-

ions instead of binary strings and hence has the direct advan-

age of mathematical formulations for higher dimensional prob-

ems which otherwise is not possible with a standard GA. In order

o formulate the GEP model for India, it is really very important to

nvestigate existing models and analyse if the proposed GEP mod-

ls will be significant enough or not. Various models such as Ace-

od (Australian Census-based Epidemic Model) [27] , neural net-

ork based models [28] and others have been employed to access

he situation and provide exact predictions. Though these models

re a bit significant but the first AceMod model has been used for

nfluenza prediction [27] and has little relevance to COVID-19. The

ther neural network based model uses shallow long term memory

LSTM) method along with the fuzzy rule based model to predict

he present scenario. A very high root mean square error (RMSE)
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nd correlation ( R 2 ) values have been found making the model lit-

le vulnerable to uncertainties. Both these methods discussed are

asic and discrete in nature and require more sets of data val-

es to provide exact predictions. Also these are classical techniques

nd pose very challenging implementation when compared to sim-

le GEP based modelling. GEP allows for a system to be calibrated

asily and even predict accurate as well as reliable solution under

inimal constraints [25] . In present work, two major time series

ncluding CC and DC have been taken into consideration to access

nd predict the possible impact of COVID-19 in major states across

ndia as well as India on a whole. The states which are taken into

onsideration are Maharashtra with the highest number of 23,401

C versus 868 DC, Gujarat with 8541 CC versus 513 DC and Delhi

ith 7233 CC versus 73 DC. A detailed methodology for the GEP

ased models in presented in subsequent subsections. 

.1. Gene Expression Programming 

GP on a whole is an extension of GA and is based on the same

rinciple of Darwin’s theory of natural selections or survival of the

ttest. Here new equations or simply computer based program-

ing models are created in order to find a relationship between

he input and output variables. It is basically a computer based

rogram and creates a tree like structure commonly referred to as

ree-based GP model and are declared in a functional program-

ing language [22] . Overall, GP is a hierarchical structure with

unctions and terminals. The latest version of GP modelling is the

EP, which uses a fixed length character string instead of classi-

al tree representation of a GP model. The new structure consists

f five major components namely function set, control parameters,

erminal condition, fitness function and a terminal set. All these

omponents collectively form a simple para tree and is known as

n expression tree (ET). The major advantage of using this kind

f methodology is that it is extremely simple and works at chro-

osome level. It also consists of multi-genic properties and can

e used for evolution of complex and nonlinear sub-programming

odels [29] . Each GEP model consists of a list of fixed length sym-

ols, a function set (e.g.+,-, × , /,Log) and a terminal set (e.g.a,b,c,3).

hus in terms of both terminal set and function set, a GEP can be

n invention of multiple chromosomes which are capable of rep-

esentation in the form of any parse tree. To decode this informa-

ion, Karva language is used at chromosome level [30] and a simple

ene in Karva language is given by 

Log + + c3 ab (1)

here a, b and c are variables and 3 is a constant. The expres-

ion in 1 is called as a K-expression or generally a Karva notation.

he above formulated model can then be evolved in the form of

 simple ETs as given by Figure 1 . The expression in Equation 1 ,

an be converted into a k-expression. This expression is the root
Fig. 1. Representation of an ET. 
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f ET, which reads through the functional node and finally to the

erminal node. This type of interpretation allows for a quicker un-

erstanding of the complex mathematical intricacies [31] . Thus, a

implified k-expression is presented in the form of mathematical

quations as given by 

og(a + b) / (c + 3) (2)

Note that the above discussed k-expression it can be estimated

hat the total length of genes in a GEP model remains same but

he total number of ETs keep changing with respect to the problem

nder consideration [22] . The GEP model thus formulated further

nds that certain redundant elements are present in the notation

hich are not significant for genetic mapping. So for a GEP model

o be an efficient model, the total length of a k-expression should

e equal to or less than the total length of the GEP gene. Here it

hould be noted that a random head-tail methodology is followed

y a GEP to select a gene. The head might have both the function

ymbol and the terminal symbol but the tail has only one terminal

ymbol [22] . 

For a uniformly distributed randomly initialized population, a

EP model consists of fixed length chromosome for each and every

ember of the population. The next step is to evaluate the fitness

f the chromosome as per the problem requirement, then evaluate

he solution using roulette wheel selection with elitism and finally

nd the best solution based on fitness to reproduce new individu-

ls with certain modifications. Note that a termination criteria, in

erms of number of generation or some acceptable error value, is

lso defined. Here the final solution thus obtained after the termi-

ation criteria is met, is considered as the possible solution of the

roblem under test. The schematic diagram for the fundamental

teps of a GEP model is given by Figure 2 . The algorithm because

f the presence of roulette wheel selection mechanism, is very ef-

ective in optimizing and cloning the best individual with respect

o changing iterations and finally finding the best solution [25] . 

.2. Proposed GEP Model 

To have a clear understanding of the total number of COVID-

9 cases across India, two major parameters are taken into consid-

ration including CC and DC. Both of these parameters are taken

n order to accurately access and predict the effect of COVID-19.

or performance evaluation, eight former records are used in the

ime series and best GEP model based on them is selected. The

umerical data set used is divided into two sub data sets and are

quivalently used for training as well as testing/validation phase.

lso, it is a well-known fact that performance of an evolution-

ry algorithm can not be judged by using single run and hence

ultiple runs of the data set were performed to reduce the error

nd predict a near optimal output [25] . Here multiple runs of the

ame data set were simulated, thus helping the algorithm in pro-

iding exact output even if the total instances for experimentation

re limited in number. As a further evaluation step, 70% data was

sed to perform training tasks and rest 30% was used to perform

esting/validation. Here it should be further noted that the train-

ng data uses gene evolution and best model is predicted using

orrelation coefficient. Thus a new model has been proposed hav-

ng better performance for training and can somehow work good

nough for testing phase. 

Apart from this, the GEP model is greatly affected by the choice

f parameter. In order to have a fair model multiple runs have

een conducted to find global solution by changing the paramet-

ic settings. The initial parametric setting was based on the pre-

iously introduced model as given by [22] . Further, for the best

erformance, the fitness function is evolved with respect to mean

quared error ( MSE ) and the new fitness function can be mathe-



4 R. Salgotra, M. Gandomi and A.H. Gandomi / Chaos, Solitons and Fractals 138 (2020) 109945 

Fig. 2. Representation of a GEP algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Parameter Settings for GEP algorithm. 

Parameter Settings 

General 

Chromosome 30 

Gene 5 

DC size 5 

Head size 4 

Tail size 5 

Gene size 14 

Linking function Addition/Minimum 

Genetic operator +, -, × , ÷, 
√ 

Mutation rate 0.00206 

Inversion rate 0.00546 

IS and RIS transposition rate 0.00546 

One-point and two-point recombination rate 0.00277 

Gene recombination and transposition rate 0.00277 

Numerical Constants 

Constant per gene 10 

Data type Floating-Point 

Range [-10, 10] 
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matically formulated as 

F itness = 

(
1 

1 + MSE 

)
× 10 0 0 (3)

The fitness function formulated in equation 3 , is used for all

the cases under investigation. A detailed discussion on the model

validity and comparative study is presented in consecutive section.

3. Numerical Results and Comparative Study 

The GEP algorithm to devise new model for COVID-19 in In-

dia was implemented using GeneXpro Tool [31] . For genetic opera-

tors, the parameter settings are as given in Table 1 . The algorithm

was run for a certain set of parameter and simulations were per-

formed until no further improvement can be noticed in the GEP

model. Here head size and total gene count helps in evolving the

general architecture of GEP model. Gene count for each chromo-

some in the model determines the total number of terms in the

GEP model and each gene further corresponds to each sub-ET. In

present case, the total optimal levels for head size and genes is

taken as 4 and 5 respectively. For gene size greater than 1, mathe-

matical models can be linked by using linkage functions. Also, the

linking functions used in present work are very basic in formula-

tion and hence a simple yet optimal GEP model has been devised.

The statistical parameters for the proposed GEP model are given in

Table 2 . The next section details about the results and discussion

corresponding to the proposed GEP model. 

Here two models based on CC and DC are devised and the pa-

rameter settings for their evaluation is given in Table 2 . Here it

should be noted that root mean square error ( RMSE )and correla-

tion coefficient ( R ) metrics are taken into consideration to evaluate
he model, which are calculated as 

MSE = 

∑ n 
i =1 | h i − t i | 

n 

(4)

 = 

∑ n 
i =1 (h i − h̄ i )(t i − t̄ i ) √ ∑ n 

i =1 (h i − h̄ i ) 2 
∑ n 

i =1 (t i − t̄ i ) 2 
(5)

here n is the total number of samples, h i and t i are the actual and

ntended outputs, h̄ i and t̄ i are averages of the actual and intended

utputs for the i th output. Further, it is a well-known fact that only

 values cannot be considered as good evaluation metrics. This is

ecause R values do not change significantly by shifting the output

f any predictive model. So there is requirement of some other pa-

ameters or indicators which can evaluate the proposed algorithm.

n present work, RMSE has also been taken into consideration. Here

MSE is an error function and lower values of this parameter indi-

ate that more precise model can be devised. Further, Smith et. al,

32] stated that for a model to be reliable and accurate, the cor-

elation coefficient between the desired and intended values must

e strong. Thus, it can be said that any model with lower value of

MSE and higher values of R has the capability of providing reliable

ime series predictions [33] . 

In order to externally validate the GEP model, criteria used by

34] has also been employed. The main feature of this criteria is

hat the regression slopes ( k or k 
′ 
) should be close to 1 and must

e around the origin. The value of parameters n and m ought to

e lower than 0.1 whereas external predictability R m 

should be

reater than 0.5 [35] . Also, the squared correlation coefficient ( Ro 
′ 2 )

nd the coefficient ( Ro 2 ) should be close to 1. Here it should be

oted that value of Ro 
′ 2 lies between the predicted and desired

alues where as Ro 2 lies between desired and predicted values re-

pectively [25] . More details on other parameters for external vali-

ation is given in Table 2 . All of these parameters plays an impor-

ant part in ensuring good prediction probability of each proposed

odel and also analysing the strong validity of the model. 

.1. GEP model for whole India 

A comparison of actual to intended or predicted values for CC

nd DC are given in Figure 3 . The mathematical formulations dis-

ussed above, represent a complex organization of constant, opera-

ors and variables to predict the output. From Figure 3 , it is evident

hat both the prediction models give almost equivalent results as

hat of the original CC and DC. Also, from the models, it can be

een that till 13 May 2020, there are total number of CC and DC



R. Salgotra, M. Gandomi and A.H. Gandomi / Chaos, Solitons and Fractals 138 (2020) 109945 5 

Table 2 

Statistical Parameters of GEP model for external validation. 

Item Formula Condition GEP CC GEP DC 

1 R 0.8 < R 0.9999 0.9997 

2 k = [ 
∑ n 

i =1 (h i × t i )] /h 2 
i 

0.85 < k < 1.15 0.9996 0.9994 

3 k 
′ = [ 

∑ n 
i =1 (h i × t i )] /t 2 

i 
0 . 85 < k 

′ 
< 1 . 15 1.0000 0.9998 

4 m = (R 2 − Ro 2 ) /R 2 | m | < 0.1 -0.00036 -0.00154 

5 n = (R 2 − Ro 
′ 2 ) /R 2 | n | < 0.1 -0.00026 -0.00155 

6 R m = R 2 × (1 −
√ 

| R 2 − Ro 2 | ) 0.5 < R m 0.9837 0.9592 

where Ro 2 = 1 − [ 
∑ n 

i =1 (t i − h 0 
i 
) 2 ] / [ 

∑ n 
i =1 (t i − t̄ i ) 

2 ] h 0 
i 

= k × t i 1.0000 0.9999 

Ro 
′ 2 = 1 − [ 

∑ n 
i =1 (h i − t 0 

i 
) 2 ] / [ 

∑ n 
i =1 (h i − h̄ i ) 

2 ] t 0 
i 

= k 
′ × h i 1.0000 1.0000 

Fig. 3. Experimental versus predicted cases for COVID-19 in India using GEP model. 
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s around 80,0 0 0 and 2500 respectively. The original values ver-

us predicted values for the same period are almost similar. The

igure 3 , also shows the predicted outputs for these models and it

as been found that in the next 10 days that is by 23 May 2020,
he total number of CC and DC will approximately become 142,0 0 0

nd 4200 respectively. 

.1.1. The Expression Tree based Validation 

The expression trees for whole India is given in Figure 4 in

erms of both CC and DC. Based on these, mathematical equations

an be formulated and new prediction analysis can be drawn. From

he Figure 4 , it can be said that the proposed ETs can be consecu-

ively divided into four subprograms. Each of the proposed subpro-

rams represent individual aspects of the problem under consider-

tion and meaningful information can be derived to get the over-

ll desired solutions [25] . Here it can be indicated that each of the

ewly evolved sub-function from ETs consists of potential informa-

ion about the basic psychology and architecture for a certain facet

f the problem. This kind of information, ultimately paves way for

valuation at chromosomal level [31] . From the sub-ETs in Figure 4 ,

t can be seen that the linkage function for CC is addition where as

or DC, it is minimum function. From these sub-ETs, mathematical

quation can be drawn and equivalent model for further predic-

ions can be formulated. The time series model pseudo-code for

hole India is given in Algorithm 1 for CC and in Algorithm 2 for

lgorithm 1 Time Series prediction model generated for CC across

ndia. 

function Result=GEPModel(d) 

G1C4 = 7.67843424463576e-02; 

G2C9 = 14.5525541912818; 

G2C7 = 7.13341826865139; 

G3C4 = 4.13370857472522; 

G4C2 = 4.63443393745686; 

G4C9 = -425.001709409226; 

y = 0 . 0 ;
y = ((d(13) − d(8)) + (d(6) ∗ G 1 C4)) ;
y = (y + min ((G 2 C 9 3 ) , (G 2 C 7 ∗ d(2)))) / 2 . 0 ;
y = (y + max ((G 3 C4 ∗ d (3)) , (d (14) + d(14)))) / 2 . 0 ;
y = (y + min ((G 4 C2 ∗ d (5)) , (d (14) − G 4 C9))) / 2 . 0 ;

Result=y; 

End 

C. Here it should be noted that the model has been generated

ased on 91 training records for CC and 48 training records for

C. 

.1.2. Variable Importance 

Predictor variables are an important and integral part of a GEP

odel [36] . These parameters help in understanding the contribu-

ion of all the variables in the model. Here a randomization phe-

omena is followed for each input values in order to analyse the

mportance of each variable and then finding the average reduction

n R 2 between the predicted value and the desired output. The re-

ults obtained for all the prediction variables are normalized such
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Fig. 4. Expression trees (ETs) for the modelling of COVID-19 in India. 

Algorithm 2 Time Series prediction model generated for DC across 

India. 

function Result=GEPModel(d) 

G1C1 = 12.0 0 0142754615; 

G2C8 = 718.745292468032; 

G3C5 = -11.1531788659534; 

G4C5 = 18.5318425566417; 

G4C7 = 3.4333220229194; 

y = 0 . 0 ;
y = min ((d(14) + G 1 C1) , (d(10) + d(10))) ;
y = (y + (d(2) / (G 2 C8 − d(4)))) / 2 . 0 ;
y = (y + min ((d(2) 2 ) , (G 3 C5 2 ))) / 2 . 0 ;
y = (y + ((((G 4 C5 + d(1)) / 2 . 0) + (G 4 C7 ∗

d(14))) / 2 . 0)) / 2 . 0 ;
Result=y; 

End 

t  

i  

t  

p  

h  

n  

i  

t  

t  

f

3

 

6  

p  

v  

o  
hat the addition of all the variables amounts to 1. From the results

n Figure 5 , it can be seen that for whole India as of 13 May 2020,

he variable d 13 greatly effects the algorithms and is the most im-

ortant variable for both CC and DC. In case of CC, the model is

ighly sensitive to two other variables namely d 2 and d 4. In the

ext subsections, three major states of India have also been stud-

ed and performance of proposed GEP models of CC and DC for

hese three states has been analysed. Note that basic details about

he ETs, variable importance and statistical values has not be re-

erred again in order to avoid repetition. 

.2. GEP model for Indian State: Maharashtra 

Maharashtra is the third largest state of India having an area of

04.5 square kms with a population of more than 110 million peo-

le. The state being the second largest in terms of population has

arious small areas where thousands of people live in small chunk

f land. Dharavi, the largest slum of the world, is also located in
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Fig. 5. Contribution of predictor variables for COVID-19 in India. 

Fig. 6. Experimental versus predicted cases for COVID-19 in Maharashtra using GEP model. 
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r  
umbai and is currently a COVID-19 hotspot. So it becomes nec-

ssary to analyse the possible impact of virus in Maharashtra and

redict how it will behave in the near future. This section provides

etails on all the three aspects including statistical results for Ma-

arashtra, India. The results of prediction models in comparison to

ctual CC and DC across the state is presented in Figure 6 . It has

een found the GEP based prediction model proposed in present

ork provide very reliable results for both CC and DC till 15 May

020. The GEP models further predicts that by 25 May 2020, the

otal number of CC will reach almost 45,0 0 0 and in the same pe-
 s  
iod, the total DC will reach nearly 1800. Thus a sharp rise can be

oticed in the COVID-19 cases across Maharashtra in the coming

ays. 

.2.1. The Expression Tree based Validation 

ET is another important parameter and is helpful in mathe-

atical formulation of the problem under consideration. From the

igure 7 , it can be seen that the ETs for both CC and DC in Maha-

ashtra consists of four independent levels (genes or subprograms)

ub-ETs. For CC, the linking function used is the average function
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Fig. 7. Expression trees (ETs) for COVID-19 in Maharashtra. 
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where as for DC, addition linking function is used. A generalized

formulation of the ETs in terms of simulation program is presented

in Algorithm 3 for CC and Algorithm 4 for DC. 

3.2.2. Variable Importance 

This parameter follows a randomization phenomena for each of

the input values in order to analyse the importance of each vari-

able. Here average reduction in R 2 between the predicted and de-

sired output is taken into consideration and variable importance
s calculated. The results in Figure 8 show that the variable d 13

lays a very significant role and is the most important parameter

or COVID-19 in Maharashtra for both CC and DC. Apart from that,

o other variable pose any major importance. 

.3. GEP model for Indian State: Gujarat 

Gujarat is the second most affected state of India after Maha-

ashtra and COVID-19 cases are rising at a higher pace. This sec-
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Fig. 8. Contribution of predictor variables for COVID-19 in Maharashtra. 

Fig. 9. Experimental versus predicted cases for COVID-19 in Gujarat using GEP model. 
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ion proposes two new GEP models for CC and DC in Gujarat.

he results of prediction model with respect to actual cases for

oth CC and DC are given in Figure 9 . From the results, the to-

al number of CC to DC as of 15 May 2020, is around 10,0 0 0 to

00 respectively and as per the GEP prediction models, it is ex-

ected to increase upto 14,0 0 0 and 900 respectively for CC and

C. The projected values further indicate that the possible spread

c  
f COVID-19 in Gujarat is an alarming factor and needs to be

ept in check. The ETs based validation is presented in the next

ubsection. 

.3.1. The Expression Tree based Validation 

The ETs for both CC and DC in Gujarat are given by Figure 10 . It

an be seen that the ETs for both the cases consist of four subpro-
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Fig. 10. Expression trees (ETs) for COVID-19 in Gujarat. 

Algorithm 3 Time Series prediction model generated for CC in 

Maharashtra. 

function Result=GEPModel(d) 

G1C9 = 6.15575133797683; 

G1C5 = -14.2612512604032; 

G2C9 = 7.58197580894619; 

G3C2 = -3.60904377049443; 

G3C8 = -99.5559674912138; 

G4C3 = -949.636280409553; 

y = 0 . 0 ;
y = (((G 1 C9 5 ) + (G 1 C5 ∗ G 1 C5)) / 2 . 0) ;
y = (y + (((d(6) + d(12)) + (d(14) ∗ G 2 C9)) / 2 . 0)) / 2 . 0 ;
y = (y + min ((d(4) + G 3 C 2) , (G 3 C 8 2 ))) / 2 . 0 ;
y = (y + min (((d(12) + d (6)) / 2 . 0) , (d (14) + G 4 C3))) / 2 . 0 ;

Result=y; 

End 
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a  

2  

o  

A  

a  
rams or chromosomes or simply four sub-ETs. All the sub ETs are

onnected by addition linking function for CC whereas for DC, av-

rage linking function is used. Also, from these ETs, mathematical

quations can be formulated as per the end users requirement and

urther evaluation at chromosomal level. The general time series

rediction models for Gujarat in case of CC is given in Algorithm 5

nd for DC is given by Algorithm 6 . Here it should be noted that

he model has been generated based on 39 training records for

oth CC and DC respectively. 

.3.2. Variable Importance 

From Figure 13 , it can be seen that the most significant vari-

bles in case of Gujarat is d 13 for both CC and DC as of 15 May

020. Note that the results obtained for reduction model in terms

f R 2 are normalized such that their addition makes the count 1.

part from d 13, for CC d 9 also plays a very significant role where

s for DC no other parameter post any significance. Thus overall we
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Fig. 11. Contribution of predictor variables for COVID-19 in Gujarat. 

Algorithm 4 Time Series prediction model generated for DC in 

Maharashtra. 

function Result=GEPModel(d) 

G1C3 = 32.1015827479207; 

G2C8 = -0.285018566448923; 

G2C0 = 2.9370445248558; 

G3C7 = 28.7934042071809; 

G4C0 = 6.40043224040421; 

y = 0 . 0 ;
y = ((d(5) − d(4)) + max (d(2) , G 1 C3)) ;
y = (y + ((min (G 2 C0 , d(1)) + G 2 C8) 5 )) / 2 . 0 ;
y = (y + (max (d(1) , G 3 C7) + (G 3 C1 − d(3)))) / 2 . 0 ;
y = (y + ((d(14) + d(14)) + min (G 4 C0 , d(5)))) / 2 . 0 ;

Result=y; 

End 

Algorithm 5 Time Series prediction model generated for CC in 

Gujarat. 

function Result=GEPModel(d) 

G3C5 = 377.923223116395; 

G4C7 = 32.34584 874 91905; 

y = 0 . 0 ;
y = ((d(14) + d(10)) + (d(14) − d(11))) ;
y = (y + ((d(14) + d(14)) + (d(10) − d(11)))) / 2 . 0 ;
y = (y + ((d(14) + d(14)) + (d(10) − d(11)))) / 2 . 0 ;
y = (y + min ((G 4 C7 + d (10)) , (d (14) − d(10)))) / 2 . 0 ;

Result=y; 

End 

c  

t  

c  

p

Algorithm 6 Time Series prediction model generated for DC inn 

Gujarat. 

function Result=GEPModel(d) 

G1C2 = -24.835755519817; 

G2C4 = 536.083840303753; 

G3C2 = 7.91741691335795; 

G4C4 = 16.4523539142177; 

y = 0 . 0 ;
y = ((((d(1) + G 1 C2) / 2 . 0) + (d(1) + d(13))) / 2 . 0) ;
y = (y + min ((d(14) + d(1)) , (G 2 C4 − d(4)))) / 2 . 0 ;
y = (y + max ((d(14) + d(4)) , (G 3 C2 + d(13)))) / 2 . 0 ;
y = (y + (min (d(1) , G 4 C4) + max (d(14) , G 4 C4))) / 2 . 0 ;

Result=y; 

End 
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an say that the GEP model for Gujarat in case of CC is sensitive

o two variables d 13 and d 9, while for DC only d 13 pose signifi-

ant challenge. In the next subsection, the GEP model for Delhi are

roposed. 
.4. GEP model for Indian State: Delhi 

Delhi is one among the most populous city in the country, with

 1.48 square kms and a population of almost 20 million people.

hus a wide diversity of population lives in such compact living

pace. And with the onset of COVID-19, it becomes really very

mportant to analyse and predict, how the virus will behave and

pread across the state in the coming days. With a total of more

han 8,0 0 0 CC and close to 120 DC as of 15 May 2020, a model

uch as GEP can be considered as an important factor in predict-

ng the extent of the virus. From the results in Figure 12 , it can

e seen that the virus is expected to increase at an alarming rate

ith a total expected rise in the CC to about 16,0 0 0 and DC to

round 275 by 25 May 2020. The curve is rising exponentially and

equired measures need to be taken to stabilize the same. The ET

ased validation for CC and DC in Delhi is presented in the next

ubsection. 
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Fig. 12. Experimental versus predicted cases for COVID-19 in Delhi using GEP model. 
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3.4.1. The Expression Tree based Validation 

The ETs in case of Delhi are also grouped into four sub-ETs.

Here subtraction linking function is used for both CC and DC and

are presented in Figure 13 . Along with the subtraction linkage

function, in case of DC, the exponential linkage function also plays

a significant role. Based on these ETs, the mathematical equations

can be formulated and new predictive analysis can be presented.

The time series prediction models thus generated for both CC and

DC is given by Algorithm 7 and Algorithm 8 respectively. The vari-

Algorithm 7 Time Series prediction model generated for CC in

Delhi. 

function Result=GEPModel(d) 

G1C6 = 524.898730692655; 

y = 0 . 0 ;
y = (d(11) − max (d(10) , G 1 C6)) ;
y = (y + max ((d(11) − d (2)) , ((d (8) + d(2)) / 2 . 0))) / 2 . 0 ;
y = (y + ((d(14) − d(8)) + (d(14) + d(14)))) / 2 . 0 ;
y = (y + max ((d(13) − d (1)) , ((d (6) + d(14)) / 2 . 0))) / 2 . 0 ;

Result=y; 

End 

Algorithm 8 Time Series prediction model generated for DC in

Delhi. 

function Result=GEPModel(d) 

G2C1 = 6.0 0 024414807581; 

G3C9 = -6.45508387551335; 

G4C7 = -4.6340400982696; 

y = 0 . 0 ;
y = exp (ceil(gep3 Rt(d(9)))) ;
y = (y + ((d(8) − d(7)) − max (d(5) , G 2 C1))) / 2 . 0 ;
y = (y + ( f loor(d(1)) − (G 3 C9 − d(11)))) / 2 . 0 ;
y = (y + ((d(14) − G 4 C7) − (d(10) − d(14)))) / 2 . 0 ;

Result=y; 

End 
a

ble importance of each of the prediction variables is presented in

he next subsection. 

.4.2. Variable Importance 

Predictor variables in case of Delhi play very significant role.

ere d 13 plays the most significant role for both CC and DC GEP

odels. Along with that, d 5 and d 12 also has little impact on

he prediction model for CC whereas d 8, d 9 and d 10 pose little

ignificant knowledge for DC model. The results are presented in

igure 14 and it can be said that the prediction variables for Delhi

wo to three prediction variables affect the GEP models. Here also,

he results from the prediction model are normalized so that the

ddition of all the variable amounts to 1. The next subsection de-

ails about the statistical results for all the cases under considera-

ion. 

.5. Statistical Results for all the cases 

The models calibrated in the above sections using ETs, GEP

odeling and variable importance parameters are only acceptable

f they are statistically significant. Since this is one among the first

tudies on COVID-19 dataset, a comparison with respect to other

echniques is not available in the literature. So in present work, a

omparative study for both CC and DC for all the three states and

hole India is taken into consideration. The results are presented

n terms of RMSE and R . It has already been discussed in the previ-

us sections that RMSE should be higher and R must be close to 1.

he results for comparison are presented in Table 3 . Here it can be

een that for almost all the cases, a higher RMSE has been found

nd the value of R for almost every case is close to 1. The lowest

alues of R is found to be 0.9881 which corresponds to the DC in

elhi whereas the highest value is 0.9999 which corresponds to

he CC across whole India. Thus from the statistical results, it is

vident that the proposed GEP models are highly reliable and new

rediction can be derived based on these models. Further, the pro-

osed models can be optimized using algorithms such as krill herd

lgorithms [37] , naked mole-rat algorithm [38] and others. 
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Fig. 13. Expression trees (ETs) for COVID-19 in Delhi. 

Table 3 

Overall Performance of GEP model for CC and DC across India and major States. 

Whole India Indian States 

Maharashtra Gujarat Delhi 

CC DC CC DC CC DC CC DC 

RMSE 5.5574 90.1863 7.1419 157.7254 19.5200 223.0803 11.8590 284.9057 

R 0.9999 0.9997 0.9996 0.9996 0.9997 0.9996 0.9998 0.9881 
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Fig. 14. Contribution of predictor variables for COVID-19 in Delhi. 
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4. Conclusion 

A robust and reliable variant of GEP was used to model the con-

firmed cases and death cases of COVID-19 in India. New accurate

empirical models were designed for prediction of CC and DC across

whole India and three major states which are highly affected by

the COVID-19 pandemic. These states include Maharashtra, Gujarat

and Delhi. The proposed models were developed from the daily

situation reports of COVID-19 cases published by the Ministry of

Home Affairs, Govt. of India since the onset of first lockdown in

the country that is 24 March 2020. The following conclusions have

been formulated based on the proposed models: 

• The GEP models proposed in this work are highly reliable in

predicting both confirmed cases and death cases across India.

They also satisfy all the requirements of external validation and

hence can be used for predicting future cases. 
• The RMSE and R values for all the cases is higher and close to 1

respectively. Thus verifying the solution quality of the proposed

models and hence higher the chances of reliable predictions. 
• The ETs derived are very simple and basic mathematical

equations can be formulated from them without any time-

consuming laboratory implementations. These mathematical

equations can be further used to optimize the proposed mod-

els using different optimization techniques such as differential

evolution, cuckoo search algorithm and others. 
• The prediction variables of all the proposed models play very

significant role and it has been found that apart from Delhi, all

other models have effect of only one or two prediction vari-

ables. Thus making the models less sensitive to variables. 
• Apart from that, from the experimental results, it can be said

that GEP models are highly reliable as they are based on ex-

perimental data rather than just basic assumptions, as in case

of conventional models. Another salient feature of GEP model-

ing is that it can work on less time series data and still provide
reliable results. 
Thus overall, it can be said that GEP based models are highly re-

iable and can be treated as benchmark for time series predictions.

he concern arises when the total number of cases increases many

old. In those cases, GEP models need to be optimized. So, mathe-

atical equations derived from the GEP models are optimized us-

ng highly effective state-of-the-art evolutionary algorithms. As a

uture direction, these equations can be derived and algorithms

uch as Krill herd algorithm, naked mole-rat algorithm and oth-

rs can be used to optimize the prediction models. Also, the pre-

iction models shows CC and DC for the next 10 days show that

trict measures need to be taken to keep the virus under check.

ere lockdown and social distancing should be strictly followed so

hat the virus can be controlled and refrained to particular areas

nly. 
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